**Introduction**

Now that its seen [**MCHT** basics](https://wp.me/p27liZ-TD), [how to make MCHTest() objects self-contained](https://wp.me/p27liZ-TG), and [maximized Monte Carlo (MMC) testing with **MCHT**](https://wp.me/p27liZ-TQ), let’s now talk about bootstrap testing. Not much is different when we’re doing bootstrap testing; the main difference is that the replicates used to generate test statistics depend on the data we feed to the test, and thus are not completely independent of it. You can read more about bootstrap testing in [1].

**Bootstrap Hypothesis Testing**

Let ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMCAMAAACDd7esAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWIiIj///8JCQnu7u52dna6urpEREQnJyeYmJjc3NyqqqpUVFRmZmbMzMxAj6v4AAAAS0lEQVQImT3NSQ7AMAgDQEN2mvz/u8VWWg5okEHAsgqyVoB8si0/dF8Mu9FO2pRH1SA39z6vzWJ7/cyMjqIXg95y087438FwMKGzF1+xAU5GZQJOAAAAAElFTkSuQmCC)represent our test statistic. For bootstrap hypothesis testing, we will construct ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)test statistics from data generated using our sample. Call these test statistics ![S^{*}_1, \ldots, S^{*}_N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEsAAAARCAMAAACihaFJAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIju7u6YmJiqqqrc3NwKCgo6Ojq6urpUVFRmZmbMzMx2dnYiIiICqCvZAAAA3UlEQVQ4jZWUWxLDIAhFEQFf6f63WyXa2mis4QMzuTlXyKAAOdDkYIJnMaUw5MSSACg9sJpSjjVn1diw7TWnRLPNW7l9qxvqddSqI/m47TWnvIiz+kS8X9cdRVGOfZd/lJfnXiNFWDK+dGD2a/pQfUR963O1dOx7fSlgF0sqrCYdPLCnF5+/lM1kaWJHgRXU4QAwydjaXPVSLS9nA79LEzsKfennegJt23s1GoNIiAJ8PX3Nyy+sRjF3F2i4GJrX8sYYKYBUp7bbMTj9EFe3xSgWxu1PwCI4lMNIpfM3HVQEmLpSkJUAAAAASUVORK5CYII=). These statistics are generated in such a way that we know that the null hypothesis holds for them. Suppose for the sake of demonstration that large values of ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMCAMAAACDd7esAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWIiIj///8JCQnu7u52dna6urpEREQnJyeYmJjc3NyqqqpUVFRmZmbMzMxAj6v4AAAAS0lEQVQImT3NSQ7AMAgDQEN2mvz/u8VWWg5okEHAsgqyVoB8si0/dF8Mu9FO2pRH1SA39z6vzWJ7/cyMjqIXg95y087438FwMKGzF1+xAU5GZQJOAAAAAElFTkSuQmCC)constitute evidence against the null hypothesis. Then the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value for the bootstrap hypothesis test is

![\hat{p} = \frac{1}{N} \sum_{j = 1}^{N} I_{\{S^{*}_j > S\}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIsAAAAZCAMAAAA2aS2FAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIiYmJiqqqpmZmbu7u52dnbc3NxUVFS6uroQEBApKSkAAADMzMxERESTFYwhAAACDElEQVRIib1WCXLEIAzD3Pf/n1uuJIZkCcy21XQyGwJYGNkqId9DOZ4f8AtbfQ9qRXr8TywB0zMLI9N39j9cmJxyYUJYosIvBQM5/04RF+91RXTe+5yNdDuaPaXFcK93r46aMBce5kK9uX5bXbkE9xgzeLFJhYjyt8iFaIsmR1GV8lxF4HapvKPjImxEL0zpVNGEmXFNRuS7gWRgTKplLsT41VbiN4tLBeYEMXoyxejYbSr9lPm19a5cDJGpipStb/zErADcmg5om/Ze7ueMmO6abalM+SUh6JLsoEt2KKOU3dtzHVaxZTDXBf+4ub+AdljKvi2BodwvTwsSKcmzMq/FbbhNSq6WlzUFrN3RIOYOl2GoKqsaJgdJ+a9cQB5s2vDBJd/qtPHefTj0SjdY2Zdh0KrBGkZbXsq+HfFgcww3LhwYm3fq0YdF/Dz3zJkAZyGtO6QQwHbV19i04SYq91agNx/WaIUigvZaG+4PytdcKNB3G+PwMC9PT14w+rBEPTb1W5qNQMgKdddSmZ4JZZ2SQwyhCPIcBnrQm2PwYYZi1cX9DiOXfG4DqXZRNisTNFySE+KzxfZckA+rU7fK6NJn8sgkL/hqTH2Rt5Cw6Ba9DzuLkfM/uNVgGC39jX74cHD56K0jZj5cwec9XnDEDZ7nspd/5hZhyI59zCz4e0RYSm/D33LZAf9wRRU/Qj8MdD+gYXEAAAAASUVORK5CYII=)

Here, ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///8AAADu7u6YmJjc3NxUVFQiIiIQEBCIiIiysrJmZmZERETMzMxwl1vdAAAAOUlEQVQImTWLRwIAIAjDiogM/f97XdBLckgBwIOEcbeoPcLGJ2akkH/2SrgSkRTlSnom+tBsqJ3XBibCALHOKeNSAAAAAElFTkSuQmCC)is the [indicator function](https://en.wikipedia.org/wiki/Indicator_function).

There are many ways to generate the data used to compute ![S^{*}_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAATCAMAAABBexbDAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIju7u66urqYmJiqqqoJCQlmZmZUVFRERETc3NzMzMwiIiJ2dnYyMjLhizwQAAAAdklEQVQYlV2OWRLEIAhEQTZF4/2POwyJSRX9gdSThgYINQy5wKvWo7hOAJk3GZ41fpB7Es3KMbxvAOt63CZk2ZHq4OzEz24xvaCI9Oul5Y71EUtC6aJMufGEPMKJjJhOtrKdYbR6cVXgvRLGSmyW2LDLxED6Pz+XGwH169l0ywAAAABJRU5ErkJggg==). There’s the [parametric bootstrap](https://en.wikipedia.org/wiki/Bootstrapping_(statistics)#Parametric_bootstrap), where the data is used to estimate the parameters of a distribution, then those parameters are plugged into that distribution and then the distribution is used to generate new samples. There’s also the nonparametric bootstrap that doesn’t make such strong assumptions about the data, perhaps sampling from the data itself to generate new samples. Either of these methods can be used in bootstrap testing, and MCHTest() supports both.

Unlike Monte Carlo tests, bootstrap tests cannot claim to be exact tests for any sample size; they’re better for larger sample sizes. That said, they often work well even in small sample sizes and thus are still a good alternative to inference based on asymptotic results. They also could serve as an alternative approach to the nuisance parameter problem, as MMC often has weak power.

**Bootstrap Testing in MCHT**

In **MCHT**, there is little difference between bootstrap testing and Monte Carlo testing. Bootstrap tests need the original dataset to generate replicates; Monte Carlo tests do not. So the difference here is that the function passed to rand\_gen needs to accept a parameter x rather than n, with x representing the original dataset, like that passed to test\_stat.

That’s the only difference. All else is the same.

**Nonparametric Bootstrap Example**

Suppose we wish to test for the location of the mean. Our nonparametric bootstrap procedure is as follows:

1. Generate ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)samples of data from the demeaned dataset.
2. Suppose our mean under the null hypothesis is ![\mu_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMCAMAAABcOc2zAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+6urqqqqqIiIgvLy8JCQl2dnbu7u5mZmaYmJhERETMzMzc3NxUVFSWMgjhAAAAY0lEQVQImVWOAQ7AIAgDK6iIuv9/d5W5mTXBxFquAkDmqOBTWkZOx6iVRzn3eIyUiEeuGBENmJy+ECvdxaZz9WJEaYwyBFWBxrLea0qi2/AHEXKNlZHftnnFHxd/i7VEmOGnG5d+AaNnrr1ZAAAAAElFTkSuQmCC). Add this mean to each generated dataset and compute the ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)statistic for each of those datasets; these will be the simulated test statistics ![S^{*}_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAATCAMAAABBexbDAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIju7u66urqYmJiqqqoJCQlmZmZUVFRERETc3NzMzMwiIiJ2dnYyMjLhizwQAAAAdklEQVQYlV2OWRLEIAhEQTZF4/2POwyJSRX9gdSThgYINQy5wKvWo7hOAJk3GZ41fpB7Es3KMbxvAOt63CZk2ZHq4OzEz24xvaCI9Oul5Y71EUtC6aJMufGEPMKJjJhOtrKdYbR6cVXgvRLGSmyW2LDLxED6Pz+XGwH169l0ywAAAABJRU5ErkJggg==).
3. Compute the test statistic on the main data and use the [empirical distribution function](https://en.wikipedia.org/wiki/Empirical_distribution_function) of the simulated test statistics to compute a ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value.

The code below implements this procedure.

library(MCHT)

library(doParallel)

registerDoParallel(detectCores())

ts <- function(x, mu = 0) {

sqrt(length(x)) \* (mean(x) - mu)/sd(x)

}

rg <- function(x) {

x\_demeaned <- x - mean(x)

sample(x\_demeaned, replace = TRUE, size = length(x))

}

sg <- function(x, mu = 0) {

x <- x + mu

test\_stat(x, mu = mu) # Will be localizing

}

b.t.test <- MCHTest(ts, sg, rg, seed = 123, N = 1000, lock\_alternative = FALSE,

test\_params = "mu", localize\_functions = TRUE)

dat <- c(2.3, 1.1, 8.1, -0.2, -0.8, 4.7, -1.9)

b.t.test(dat, alternative = "two.sided", mu = 1)

##

## Monte Carlo Test

##

## data: dat

## S = 0.68164, p-value = 0.432

## alternative hypothesis: true mu is not equal to 1

b.t.test(dat, alternative = "less", mu = 7)

##

## Monte Carlo Test

##

## data: dat

## S = -3.8626, p-value = 0.025

## alternative hypothesis: true mu is less than 7

**Parametric Bootstrap Test**

The parametric bootstrap test assumes that the observed data was generated using a specific distribution, such as the [Gaussian distribution](https://en.wikipedia.org/wiki/Normal_distribution). All that’s missing, in essence, is the parameters of that distribution. The procedure thust starts by estimating all nuisance parameters of the assumed distribution using the data. Then the first step of the process mentioned above (which admittedly was specific to a test for the mean but still strongly resembles the general process) is replaced with simulating data from the assumed distribution using any parameters assumed under the null hypothesis and the estimated values of any nuisance parameters. The other two steps of the above process are unchanged.

We can use the parametric bootstrap to test for goodness of fit with the [Kolmogorov-Smirnov test](https://en.wikipedia.org/wiki/Kolmogorov%E2%80%93Smirnov_test#Kolmogorov_distribution). Without going into much detail, suppose that ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=)represents a distribution that is known except maybe for the values of its parameters. Assume that ![X_1, \ldots, X_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAAQCAMAAACLBWmVAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NyqqqoAAACYmJjMzMy6urouLi52dnbu7u5UVFREREQQEBDuPNi4AAAAxElEQVQ4jZ2TWQ7EIAhAEVTcev/rDi5dZqomDB+lSt6LYAsAwNkGD0A2GNDEgjuiPLxOteTiAYBO7ZpzaCnpz7XiinJcW44t/iWbcqaNUh8zjrCOUiIZVbsX9wj2dZStGjWym7vD13Up7d0pZE/u2ms89VF22fh2cJhHPpN7cWgMkSx9tln2kvwadMnckVoKHRv5TK34xTHL+cLr6KNN3H0pk6IR4fteh4w3rlmxJMj+d59z6be6k02K0mV0i26S37jWxQ/ieARY99Cn+wAAAABJRU5ErkJggg==)is an independently and identically distributed dataset, and we have observed values ![x_1, \ldots, x_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAMCAMAAADsxuuBAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+qqqqYmJiIiIjc3Nzu7u5CQkIWFha6urpUVFRmZmbMzMx2dnbcduPzAAAAn0lEQVQokZWSWRLDIAxDZRsTQ7j/eQsxzUJTZtBHHNDoYRYARDlwCVjRmGFFToi0wvjJ1L81wp/Mpu2rIgscz1wKm+PLAqRnLnECrNUFyDfjooiUoXRCAvtSci/nkB+ZIEJUnV1IMx2n5BD23bL328s1bOaZMYv1iJ8t9tVmT2YwhWDlDWKYaDCjIu33OUt+99NHM5h1K4VfOtd9wng3P3AVAtMaeOo+AAAAAElFTkSuQmCC). We wish to use the dataset to decide between the hypotheses.

![H_0: X_1 \sim F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAAPCAMAAAC4ApN3AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8ICAiIiIiqqqqYmJjc3Nw9PT1UVFR2dnbMzMzu7u5mZma6uroiIiLxbZl8AAABKUlEQVQ4jaWUWZLDIAxEtQBi8/2vOwgRHFIEz9Tow1VOWo/WggEAUkFxkAkDZdhGFQwJgJtiL5ihLKIo6O0VOxH5ewZG1T1xb1Yxj3Tp049zthGxCdwzeLBgSEPpL3hI8Mj5F45fLBjlWxtEVo27lozHFg+Wm1j1E6kFfhTrF1Q99eotqcl8Wc3lcyr1Ga5RMFQjzJ8cEoWptDawtpnZ1S2YfbQxZJqlRIZkPZomO8tPhLWhBOh1hB24Jp1hPyLe5P6QlOPtWVnzUoxt09NdE8vGdFJosDPdJNugarjugawtZSsT2yVTP+U12XuCdkPYstxpR/htczNdqG4FYzLyqzQeW5cEdRC53XA+kzsrbf/SrF03PjV/Dy9fJvhvsm7d4bOkUSU8KEb8AHDeBXwkNVeEAAAAAElFTkSuQmCC)

![H_A: H_0 \text{ is false}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG0AAAAPCAMAAADZGrE1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////MzMwICAiYmJiIiIiqqqoiIiJubm5UVFTu7u7c3NxERES6uroyMjJnUX64AAABbUlEQVQ4jaVU2bbDIAhUFnHL///uhZiobY3tOZeHNMiUwYHgnHNeIKJLBAcl92Q/gdSqCN9/KWGZCc4EwKvgHiTxDQap1s68ZKPzNEPesa1B9a1CH56cbkXsibAj+w3k/PGVrakT30XR3OELqLUGKxM2X4BYu8vib7YrSExNhgxCaoAfbJnG6xpkCVnPMk7XEVU7pJdgVKrixw3Svm0PoDNhscwTmw6vKzwHszUAZajDd0eyrNgmEDP2sTuzF/0sZl+r8gfOQYRaqxQLNXXa+/zyYgNk1XRIy+4p0OT7iCniHKQ+PNdQ3+XV5SRNIBMk3pczsNWRjuEnUFkL5ilYT+GS6xJCUz5VN4Z8TMkEEj0c+0IT2silOHxv2AN5Dlobne2iAFZwBGkjY+ugc1zXfAGdbPcIRj1HZL7WmW8IqTVHNqcHRX8/FPN6GPxCymFIk5L/M6s5bvelyyrasUX8aLmQPeJ2y9sXsK/n0f4Aq5AJg1mMuTkAAAAASUVORK5CYII=)

That is, we want to test whether our data was drawn from the distribution ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=)or whether it was drawn from a different distribution. This is what the Kolmogorov-Smirnov test checks.

R implements this test in ks.test() but that function does not allow for any nuisance parameters. It will only check for an exact match between distributions. This is often not what we want; we want to check whether out data was drawn from any member of the family of distributions ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=), not a particular member with a particular combination of parameters. It’s tempting to plug in the estimated values of these parameters, but then the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value needs to be computed differently, not in the way that is prescribed by ks.test(). Thus we will need to approach the test differently.

Since the distribution of the data is known under the null hypothesis, this is a good situation to use a bootstrap test. We’ll use [maximum likelihood estimation](https://en.wikipedia.org/wiki/Maximum_likelihood_estimation) to estimate the values of the missing parameters, as implemented by **fitdistrplus** (see [2]). Then we generate samples from this distribution using the estimated parameter values and use those samples to generate simulated test statistic values that follow the distribution prescribed by the null hypothesis.

Suppose we wished to test whether the data was drawn from a Weibull distribution. The result is the following test.

library(fitdistrplus)

ts <- function(x) {

param <- coef(fitdist(x, "weibull"))

shape <- param[['shape']]; scale <- param[['scale']]

ks.test(x, pweibull, shape = shape, scale = scale,

alternative = "two.sided")$statistic[[1]]

}

rg <- function(x) {

n <- length(x)

param <- coef(fitdist(x, "weibull"))

shape <- param[['shape']]; scale <- param[['scale']]

rweibull(n, shape = shape, scale = scale)

}

b.ks.test <- MCHTest(test\_stat = ts, stat\_gen = ts, rand\_gen = rg,

seed = 123, N = 1000)

b.ks.test(rweibull(1000, 2, 2))

##

## Monte Carlo Test

##

## data: rweibull(1000, 2, 2)

## S = 0.021907, p-value = 0.275

b.ks.test(rbeta(1000, 2, 2))

##

## Monte Carlo Test

##

## data: rbeta(1000, 2, 2)

## S = 0.047165, p-value < 2.2e-16

**Conclusion**

Given the choice between a MMC test and a bootstrap test, which should you prefer? If you’re concerned about speed and power, go with the bootstrap test. If you’re concerned about precision and getting an “exact” test that’s at least conservative, then go with a MMC test. I think most of the time, though, the bootstrap test will be good enough, even with small samples, but that’s mostly a hunch.
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